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Abstract
Electrowetting (EW) has drawn significant interests due to the potential applications in electronic displays, lab-on-a-chip microfluidic devices and electro-optical switches, etc. However, current understanding of EW is hindered by the inadequacy of available numerical and theoretical methods in properly modeling the transient behaviors of EW-actuated droplets. In the present work, a combined numerical and experimental approach was employed to study the EW response of a droplet subject to both direct current (DC) and alternating current (AC) actuating signals. Computational fluid dynamics models were developed by using the Volume of Fluid (VOF)-Continuous Surface Force (CSF) method. A dynamic contact angle model based on the molecular kinetic theory was implemented as the boundary condition at the moving contact line, which considers the effects of the contact line friction and the pinning force. The droplet shape evolution under DC condition and the interfacial resonance oscillation under AC condition were investigated. It was found that the numerical models were able to accurately predict the key parameters of electrowetting-induced droplet dynamics.

1. Introduction

Droplet spreading and oscillation on a solid substrate has attracted great research interest due to its relevance in a variety of engineering applications, such as droplet-based microfluidics [1], optofluidic optical attenuators [2,3] and reflective displays [4], etc. Among various approaches to control the droplet motion, electrowetting (EW) is particularly convenient and versatile for its ability to tune the surface wetting property with an external electric field. With EW, it is now possible to design digitized active and reconfigurable cooling devices for high-flux thermal management of compact microsystems [5–8]. EW originates from the electrical force concentrated at the three-phase contact line (TCL), which causes the apparent contact angle, $\theta_{\text{app}}$, to deviate from the inherent equilibrium value, $\theta_e$. The EW-induced contact angle variation can be described by the Young-Lippmann equation

$$\cos \theta_{\text{app}} = \cos \theta_e + \frac{\varepsilon_0 \varepsilon_r \sigma_d}{2 \sigma_{lv}} U^2$$

(1)

where $\varepsilon_0$ is the vacuum permittivity constant, $\varepsilon_r$ the relative permittivity of the insulating dielectric layer, $d$ the thickness of the dielectric layer, $\sigma_d$ the surface tension of the liquid–vapor interface, and $U$ the applied voltage.

As the foundation of EW theory, Eq. (1) has been widely used to predict the EW response of liquid droplets [9–11]. It is expected to hold as long as the applied voltage is below the thresholds for contact angle saturation (i.e., the contact angle reaches a limiting value irrespective of further increase in voltage) and edge instability (i.e., satellite droplets are disintegrated from the mother droplet) [1]. However, the resulting $\theta_{\text{app}}$ only accounts for the final state of a droplet at the equilibrium. It has been long known that the static contact angle (SCA) concept is inadequate in dealing with the transient processes, where the droplet deforms as a function of time and $\theta_{\text{app}}$ varies between the limits set by the advancing and receding contact angles [12,13]. In EW, $\theta_{\text{app}}$ is affected by the interplay of the inertial, viscous, capillary, electrical and contact line friction forces, and may deviate significantly from the static prediction by Eq. (1) [14,15]. Moreover, both direct current (DC) and alternating current (AC) signals can be applied to induce EW (referred to DCEW and ACEW, respectively, in this paper). The temporal evolution of a droplet in ACEW also depends on the relative magnitudes of the natural resonant frequency of the droplet, $f_r$, the driving frequency of the electric field, $f$, the charge relaxation frequency, $f_r$

$$f_r = \frac{\sigma}{\varepsilon_0 \varepsilon_r}$$

(2)

and the crossover frequency, $f_c$. 
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$$f_e = \frac{\sigma}{\eta_l + \eta_r \left(\frac{R_d}{d}\right)}$$

where \(\sigma\) and \(\eta_l\) are the electrical conductivity and the relative permittivity of the fluid, and \(R_d\) the characteristic size of the droplet. Therefore, a dynamic contact angle (DCA) model, rather than Eq. (1), must be employed to fully characterize the droplet motion under electrowetting actuation.

Historically, both the hydrodynamic theory [16,17] and the molecular kinetic theory (MKT) [18] have been developed to model the DCA of a droplet that is displacing on a solid surface. The hydrodynamic theory attributes the deviation of the DCA from SCA to bulk viscous dissipation in the liquid front near the moving contact line, whereas the MKT takes into account the friction force owing to the adsorption or desorption of fluid particles at the immediate vicinity of the contact line [19]. Past studies suggest the MKT is more suitable for the study of EW as it can be applied in a varied form of Eq.(1) to acquire the time-averaged traction liquid front whereas the minus sign applies to a receding liquid front whereas the plus sign applies to an advancing liquid front. The results revealed that the dynamic features of wetting must be considered, or the simulation will overestimate the effects of EW actuation, including the contact angle, aspect ratio and velocity of the droplet. By combining MKT with an idealized drop geometry, Annaprageda et al. [26] investigated the EW response of a droplet to a DC step input signal, and formulated a kinematic equation for the time-dependent spreading of the drop on the substrate, which correctly predicted the overall trend of the contact line motion.

The utility of DCA models in ACEW analysis is further complicated by the presence of time-harmonic shape oscillations at the free surface of the droplet [29–31]. The basic assumptions commonly adopted for DCEW, such as a quasi-steady state, the spherical cap shape of the droplet and the negligence of inertia, are no longer valid for ACEW. Consequently, most available theoretical and numerical studies of ACEW chose to circumvent the complexities involving DCA. Oh et al. [29] conducted a theoretical analysis of interfacial oscillations of a droplet in ACEW by applying a domain perturbation method. The oscillating droplet was regarded as a half-region of a spherical drop in an unbounded domain, and its shape was represented by a linear combination of an infinite number of shape modes. This model was able to qualitatively reproduce the resonance modes observed in the experiments, but, since the capillary force and the contact line friction were completely omitted, it was only valid for weak viscous effect and small drop deformations. Ashoke Raman et al. [32] numerically investigated the dynamics of ACEW-induced droplet jumping by the means of a high-density ratio based lattice Boltzmann method (LBM). The SCA model (Eq.(1)) was used together with a geometric formulation to describe the wetting boundary condition. The findings revealed some interesting features of the droplet lift-off and movement. For small droplet deformations. Ashoke Raman et al. [32] numerically investigated the dynamics of droplet motion can be quantified by the dynamic contact angle, \(\theta_d\), and the contact line velocity, \(u_c\), i.e., the velocity at which the liquid front moves across the solid surface. Hence, a certain relation is expected between \(\theta_d\) and \(u_c\) for a given system. Classical hydrodynamic models attribute the observed DCA to viscous bending of the liquid–vapor interface at a mesoscopic region near the contact line. The bulk viscous dissipation is assumed to be the dominant resistance to the contact line motion. However, solving the flow field alone does not yield a physically meaningful solution because a conceptual conflict exists between a moving contact line and the no-slip boundary condition at the solid wall, which predicts an unbounded stress at the contact line and an infinite force on the wall. To eliminate the singularity, hydrodynamic models separate the liquid into an outer region, where the conventional no-slip boundary is still applicable, and an inner region, where the continuum description breaks down and the fluid slippage occurs in the first couple of layers of liquid molecules adjacent to the wall. The resulting correlation describes the DCA in terms of the capillary number, \(Ca\), \[36,37\],

$$\theta_d - \theta_e = \pm 9Ca \ln \left(\frac{L'}{L_m}\right)$$

where \(Ca = \mu u_c / \sigma \theta_e\) and \(\mu\) is the liquid viscosity. In Eq. (4), \(L'\) and \(L_m\) are the macroscopic and microscopic length scales for the outer and inner regions, respectively, and the plus sign applies to an advancing liquid front whereas the minus sign applies to a receding liquid movement. For small \(Ca\), Eq. (4) can be approximated by the Hoffman–Voinov–Tanner law [12,38,39],

$$\theta_d^2 - \theta_e^2 = C_T Ca$$

where \(C_T\) is a numerical constant (\(C_T \approx 72\)). In contrast, by adopting the Frenkel/Eyring view of liquid transport [40,41], the MKT treats...
the contact line motion as a series of adsorption and desorption events of liquid molecules on the solid wall. Thus, the energy dissipation is not due to the bulk viscous flow, but rather the result of the attachment and detachment of fluid particles at the immediate vicinity of the contact line. In this theory, the velocity of the contact line is determined by the equilibrium frequency of the random molecular displacement, $k^0$, and the average length of each displacement, $\lambda$. Thus, the velocity-dependence of the DCA is attributed to the disturbance of adsorption equilibria and the subsequent out-of-balance surface tension, $F_w = \sigma_{\text{ov}} (\cos \theta_c - \cos \theta_d)$, acting as the driving force. The subsequent equation for the contact line velocity is

$$u_{cl} = 2k^0 \lambda \sinh \left[ \sigma_{\text{ov}} (\cos \theta_c - \cos \theta_d) / 2k_BT \right]$$

where $k_B$ is the Boltzmann constant and $T$ the absolute temperature. If the value of the sinh function is sufficiently small, Eq. (6) reduces to

$$u_{cl} \approx L^0 \lambda \sigma_{\text{ov}} (\cos \theta_c - \cos \theta_d) / k_BT$$

where $L^0 = k_BT/(k^0 \lambda)$ is called the coefficient of contact line friction. The physical implication of Eq. (7) becomes more evident if it is recast in the form of balance of forces at the contact line

$$\sigma_{\text{ov}} \cos \theta_d = F_c + F_{cl}$$

where the capillary force is represented by $F_c = \sigma_{\text{ov}} \cos \theta_c$ and the contact line friction force is $F_{cl} = -\zeta u_{cl}$. In electrowetting, the contact line is made to move by the induced electrical force. To represent this effect, the force balance equation is modified as [23]

$$\sigma_{\text{ov}} \cos \theta_d = F_{ew} + F_c + F_{cl}$$

where $F_{ew}$ is the electrical force

$$F_{ew} = \frac{\varepsilon \partial \phi}{2d}$$

It is noted that, if the actuating frequency $f$ exceeds $f_c$ (given by Eq. (3)), the frequency-dependent electrical properties must be considered when solving for the electrowetting force [13]. As will be shown later, $f_c$ is estimated to be 2.4 kHz in this study, one order of magnitude higher than $f$, which varies between 0 and 200 Hz. Thus, the droplet is expected to behave like a conductor, and Eq. (10) offers an adequate description of the electrical force for both DCEW and ACEW in the present work. Further, considering the pinned edge model [42], a pinning force term, $F_{pin}$, is added to the expression of $F_{cl}$, which represents the maximum force that can resist the motion of the droplet

$$F_{pin} = \sigma_{\text{pin}} \operatorname{sgn}(u_{cl}) \frac{C_{\text{pin}}}{\pi/2} \tanh \left[ \frac{u_{cl}}{C_{\text{pin}} / (\pi/2)} \right]$$

where $C_{\text{pin}}$ is determined from the contact angle hysteresis effect [23]. Eq. (11) indicates the pinning force attains its maximum, $\sigma_{\text{pin}} \operatorname{sgn}(u_{cl})$, when the contact line is about to move, and vanishes if $u_{cl}$ becomes sufficiently high. Accordingly, the friction force becomes

$$F_{cl} = -\left\{ \zeta u_{cl} + \sigma_{\text{pin}} \operatorname{sgn}(u_{cl}) \frac{C_{\text{pin}}}{\pi/2} \tanh \left[ \frac{u_{cl}}{C_{\text{pin}} / (\pi/2)} \right] \right\}$$

Combining Eqs. (9), (10) and (12), the following DCA relationship is developed

$$\theta_d = \cos^{-1} \left\{ \cos \theta_c + \frac{C_{\text{pin}}}{2D \theta_c} U^2 \left[ \zeta u_{cl} + \sigma_{\text{pin}} \operatorname{sgn}(u_{cl}) \frac{C_{\text{pin}}}{\pi/2} \tanh \left[ \frac{u_{cl}}{C_{\text{pin}} / (\pi/2)} \right] \right] \right\}$$

This DCA model will be applied as a key boundary condition in the numerical simulations of EW.

3. Experimental setup

The experimental apparatus for the electrowetting tests is shown in Fig. 1. It consisted of the test piece, the control circuit and the imaging system. The test piece was made of a 3" silicon wafer (Silicon Quest) with a 500-nm-thick, thermally grown silicon dioxide (SiO$_2$) layer ($\varepsilon_r = 3.9$). A thin layer (70 nm) of Teflon (AF2400, Dupont) was spin-coated on the wafer to produce the hydrophobic surface. To improve the adhesion of Teflon to SiO$_2$, a silane-based adhesion promoter (FSM-660-4, Cytonix) was dispensed onto SiO$_2$ before the spin-coating procedure. Since silicon has a reasonable electrical conductivity ($1.56 \times 10^{-5}$ S/m at 20°C), the substrate works directly as the ground electrode. Before the experiment, a 9.0 ± 0.1 µL deionized water droplet was dispensed gently onto the test piece with a micropipette. A 99.99% pure platinum wire of a 100-µm diameter was inserted into the droplet from the top as the actuating electrode (as shown in Fig. 1). Since the experiments were conducted at room temperature and each test only lasted for a few seconds, the effect of evaporation was negligible and the droplet volume was assumed constant. The properties of water are: electrical conductivity $\sigma = 2 \times 10^{-4}$ S/m, relative permittivity $\varepsilon_r = 88$, density $\rho = 998$ kg/m$^3$, viscosity $\mu = 1.002 \times 10^{-3}$ Pa s, and surface tension $\sigma_{\text{lv}} = 0.0728$ N/m. For a characteristic droplet size $R_0 = 1.18$ mm, Eq. (3) yields a crossover frequency of $f_c \approx 2.4$ kHz.

The actuation signals for EW were provided by an arbitrary waveform generator (Fluke 294-U, Fluke) in combination with an inverting power amplifier (BOP 200-1D BIT 4886, KEPCO). A step-function signal was used for DCEW tests, and sinusoidal functions of various frequencies were applied to actuate ACEW. The EW response of the droplet was recorded at 6000–10,000 frame per second (fps) using a high-speed video camera (FASTCAM Ultima APX, Photron). The shutter speed was set to 1/16,000 s, and a cold light illumination source was used to compensate for the short exposure time at high frame rates. A Nikon 18–105 mm lens (f = 3–5.6) was employed to observe the details of the droplet motion. The pixel resolution ranges from 17.1 µm to 33.5 µm, depending on the distance from the droplet to the lens. The control circuit and the imaging system were synchronized using a pulse generator (BNC 565, Berkeley Nucleonics).

Once the droplet motion was recorded, the stream of static images were extracted from the video and analyzed using an in-house image-processing program developed in MATLAB. The measurements included the instantaneous contact angle ($\theta_d$), the contact radius ($R$) of the wetted spot on the wall and the height of the droplet. The experimental uncertainties in the contact angle and contact radius/height measurements are ±2° and ±0.02 mm, respectively. A subpixel smoothing method and a high-order polynomial fitting algorithm [43] were employed to precisely identify the droplet profile and the contact points of the droplet with the solid surface. In particular, the polar coordinate system was used to fit the droplet profile with a fourth order polynomial. The tangent to the droplet profile at the contact point was used to determine the CA. The intrinsic CA of a water droplet on the Teflon surface was measured to be 118° ± 2° and the initial contact radius was $R_0 = 1.18 \pm 0.02$ mm.

4. Numerical methods

Numerous studies have demonstrated the effectiveness of the Volume Of Fluid (VOF) method in predicting the droplet motion on a solid surface [44–48]. In the current work, the
VOF-Continuum Surface Force (CSF) model was used in the commercial computational fluid dynamics (CFD) software package, FLUENT, to investigate the transient droplet dynamics under the influence of DCEW and ACEW. Special attention was given to take care of two main challenges: (1) the prescription of the boundary condition at the moving contact line, and (2) the incorporation of the DCA model in the computation.

4.1. VOF-CSF model

The VOF model tracks the time-dependent deformation of the interface by computing the distribution of the volume fraction of two immiscible fluids in the computational domain. The volume fraction of a secondary phase, \( x_s \), is obtained by solving the continuity equation

\[
\frac{\partial x_s}{\partial t} + \nabla \cdot \left( x_s \mathbf{u} \right) = 0
\] (14)

The volume fraction of the primary phase, \( x_p \), can be computed from

\[
x_p = 1 - x_s
\] (15)

Here, \( x_s = 1 \) represents a computational cell that is completely occupied by the gas phase, and \( x_s = 0.5 \) is taken to be the location of the liquid–gas interface. The thermophysical properties in a single cell, such as the density and viscosity, are calculated as the volume average

\[
\rho = x_s \rho_s + x_p \rho_p
\] (16)

\[
\mu = x_s \mu_s + x_p \mu_p
\] (17)

A single set of Navier–Stokes equations is solved for the average velocity of the mixture, which is shared by all the phases

\[
\frac{\partial}{\partial t} \left( \rho \mathbf{u} \right) + \nabla \cdot \left( \rho \mathbf{u} \mathbf{u} \right) = -\nabla p + \nabla \cdot \left[ \mu \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right) \right] + \rho \mathbf{g} + \mathbf{F}
\] (18)

where \( p \), \( \mathbf{g} \) and \( \mathbf{F} \) are the pressure, gravitational acceleration and body force, respectively. For computational cells that are not at the liquid–vapor interface, only one phase is present and just \( \mathbf{g} \) needs to be considered. For the interfacial cells, instead of treating the surface tension as a pressure jump boundary condition across the interface, an equivalent volumetric body force \( \mathbf{F} \) is considered using the CSF formulation [49]. For a two-phases system, \( \mathbf{F} \) is given as

\[
\bar{F} = \frac{2 \rho \kappa_s \nabla x_s}{(\rho_p + \rho_s)}
\] (19)

where \( \kappa_s \) is the interfacial curvature for the second phase, and \( \mathbf{n} \) is the unit vector normal to the interface

\[
\kappa_s = -\left( \nabla \cdot \mathbf{n} \right)
\] (20)

\[
\mathbf{n} = \nabla x_s / |\nabla x_s|
\] (21)

The interfacial shape at the contact line is imposed by specifying the unit normal using the contact angle

\[
\mathbf{n} = n_w \cos \theta_w + t_w \sin \theta_w
\] (22)

where \( n_w \) and \( t_w \) are the unit vectors normal and tangential to the wall, which are directed into the fluid and the wall, respectively.

4.2. Computational model

The computational domain is illustrated in Fig. 2, where a truncated spherical drop of water (shown as the shaded black) is patched at the corner of the domain. The initial contact angle

Fig. 1. Experimental setup for EW tests.

Fig. 2. Computational domain and the boundary conditions.
and contact radius were 118° and 1.18 mm, respectively. The shape change owing to the insertion of the electrode from the top of the droplet was neglected. Due to the axisymmetric nature of the drop geometry, a 2D axisymmetric VOF model was developed in FLUENT. A no-slip boundary condition was specified at the bottom wall. The upper and right boundaries were set as at ambient pressure (P = P\text{atm}). A rather large domain size of 24 mm × 24 mm was chosen in order to eliminate the effect of boundary-induced disturbances.

4.3. DCA implementation in VOF

In the VOF-CSF simulations, the MKT-based DCA model was applied as a boundary condition at the contact line via user-defined functions (UDFs). According to Eq. Eq.(13), the required inputs include the applied voltage U(t), the contact line velocity \( \dot{u}_{cl}(t) \), the frictional coefficient \( \zeta \), and the pinning force \( c_{\text{pin}} \).

A step input voltage was used to actuate DCEW, and sinusoidal signals with various driving frequencies (f) were used for ACEW

\[
U(t) = U_o \sin(2\pi ft) \tag{23}
\]

In the following discussion, the AC signal will be reported in terms of its root mean square (RMS) value, i.e., \( U_{\text{RMS}} = U_o/\sqrt{2} \).

Obtaining a rigorous estimate of the velocity of the contact line, \( \dot{u}_{cl}(t) \), is challenging, due to the singularity dilemma at the contact line \([22,45,50]\). If the no-slip condition is specified on the solid wall, the contact line cannot move. However, the contact line does move in reality, thereby leading to an infinite viscous shear and a diverging drag force on the wall. To avoid this, a Navier-slip boundary condition, \( u_{\text{slip}} = \lambda/\partial y/\partial y \), can be used to represent the contact line motion as a slip, where \( \lambda \) is the slip length, i.e., the distance from the boundary where a linearly extrapolated velocity profile would reach zero. Unfortunately, the actual slip length (~tens of nanometers) is much smaller than the mesh size in most numerical simulations, and the available computational resources do not allow the slip velocity to be accurately resolved \([44,51]\). On the other hand, the VOF implementation uses the cell face normal velocity to advect the volume fraction, thus an implicit (“effective”) slip length of one mesh size is included by default, even though the no-slip condition is enforced on the solid wall \([52]\). Consequently, the contact line velocity computed by the VOF methodology is mesh-dependent: a coarser mesh leads to a larger slip length and, therefore, a larger contact line velocity, and vice versa. However, it is seen from Eqs. (9) to (13) that an increase in the contact line velocity results in a larger dynamic contact angle, and Afkhami et al. \([52]\) showed larger contact angles allow the surface tension force to balance the stress singularity, thus slowing the moving contact line. As a result, the overall contact line motion becomes largely insensitive to the mesh spacing \([25,26,47,51,53]\). Following this observation, \( \dot{u}_{cl}(t) \) in the present work is taken as the normal velocity of the liquid–gas interface at one half-cell height above the solid wall. It is noted that an estimate of \( \dot{u}_{cl} \) can be also calculated by numerically differentiating the interfacial contact radius: \( \dot{r}_{cl}(t) \) \([48,54]\). However, the result obtained from this approach is highly sensitive to the time step used. Hence, it was not used in the present work.

The friction coefficient, \( \zeta \), can be determined experimentally by fitting the measured DCA data with a certain DCA model. However, the value differs in the available reports. In general, it was found that a larger value \( \zeta = 0.2–0.4 \text{Ns/m}^2 \) fit the experimental data well when the contact angle hysteresis effect is not considered \([14,24,26]\), otherwise a smaller value \( \zeta = 0.18 \text{Ns/m}^2 \) is more suitable \([23,30]\). In the simulations of this work, \( \zeta = 0.15 \text{Ns/m}^2 \) is used as it yields more accurate predictions of the experimental data.

The pinning force, \( c_{\text{pin}} \), is deduced from the contact angle hysteresis \([23]\) as

\[
c_{\text{pin}} \approx \sigma_{\text{lv}} |\cos\theta_a - \cos\theta_r| \tag{24}
\]

or

\[
c_{\text{pin}} \approx \sigma_{\text{lv}} |\cos\theta_a - \cos\theta_r| \tag{25}
\]

where \( \theta_a \) and \( \theta_r \) are the advancing and receding contact angles, respectively. The experimental results showed the maximum

![Fig. 3. Comparison of the predicted time evolution of the normalized droplet contact radius vs. the experimental data for a step voltage (V = 32 V).](image)

![Fig. 4. Comparison of the experimental results (left) with the predicted instantaneous droplet shape (right) for a step voltage (V = 32 V).](image)
contact angle hysteresis ($\theta_c - \theta_l$) is about 16°. Hence, $c_{pin}$ is set as 0.009 N/m in the simulations, which corresponds to $|\theta_c - \theta_l| = 8°$.

4.4. Mesh Independence

Three different mesh sizes, 200 × 200, 267 × 267 and 400 × 400, were employed in this study, which correspond to 10, 13 and 20 grids per initial contact radius of the droplet, respectively. Fig. 3 illustrates the predicted time evolution of the contact radius of the droplet as compared to the experimental measurements (Note: the contact radius was normalized by the initial contact radius, $R_0$). The results show that the 200 × 200 mesh yields a satisfactory prediction of the measurements and further mesh refinement does not drastically improve the prediction accuracy. This is consistent with the findings in [44,47] that a resolution of 10 grids per drop radius is sufficient to capture the dynamics of the droplet motion. Hence, a mesh size of 200 × 200 was used in all the simulations of this work.

5. Results and discussion

5.1. Droplet dynamics in DCEW

Fig. 4 shows the comparison of the experimental results (left) with the VOF simulation predictions (right) of the instantaneous droplet shape at different time instants for a step input voltage ($V = 32$ V). It is observed that the droplet remains a spherical cap shape before the signal is applied ($t = 0$ ms). Once the voltage is turned on, the contact line moves outward. The shape of the droplet distorts as the electrical force reduces the contact angle from $\theta_c$ to the new equilibrium value $\theta_{app}$. The detailed droplet dynamics can be visualized through the internal flow field within the droplet, as shown in Fig. 5. Clearly, the droplet motion originates from the contact line at $t = 0.1$ ms. The high velocity region represents the commencement of capillary waves, and the rest of the fluid inside the droplet remains stationary. As time elapses, the capillary waves propagate upward along the liquid–gas interface, causing the impacted part of the droplet to deform.
continuously ($t = 0.5–3.5$ ms). At $t = 4$ ms, the wave fronts reach the apex and the focusing effect causes the droplet height to rise momentarily. Subsequently, the surface waves are reflected back to the bottom of the droplet, thereby lowering the height and further spreading the contact radius on the wall ($t = 6–20$ ms).

The time history of the normalized contact radius, normalized height and instantaneous contact angle of the droplet is plotted in Fig. 6 for a pulse wave input ($V = 32$ V and the duty cycle $T_o = 500$ ms). The height is normalized relative to the initial height of the droplet. The results show that the contact line first expands on the wall and, after reaching the maximum radius at $t = 11$ ms, it recoils and undergoes damped oscillations until a new equilibrium is established at $t = 15–16$ ms (The final normalized contact radius is about 1.35). The overshoot in contact radius is the consequence of the inertia of the internal flow induced by the contact line motion. After the voltage returns to zero ($t = 500$ ms), the contact line rapidly contracts to a minimum radius ($t = 512$ ms) before restoring to a final size, which is slightly larger than the initial radius due to the contact angle hysteresis effect. The time constants for the droplet expansion and contraction processes are found to be roughly the same, 15–16 ms. As compared to the short transient in contact radius, Fig. 6 depicts a sustained oscillating behavior in the height evolution that barely reaches an equilibrium in the duration of the experiment. This can be attributed to the different damping mechanisms for the contact radius and the height [26]: the motion of the contact line is dampened by the contact line friction, whereas the height becomes stabilized only after the inner flow is completely subdued by the much slower viscous dissipation. Another observation in Fig. 6 is that the contact angle is out of phase with the height during the oscillation, i.e., an increasing contact angle is always accompanied by a decrease in the height of the droplet, as required by the constant volume constraint.

5.2. Droplet dynamics in ACEW

Shape oscillations of the droplet in ACEW were investigated with sinusoidal input voltages of 32 V$_{\text{RMS}}$. The frequency of the actuating signal, $f$, varies from 0 to 200 Hz. Fig. 7 compares the simulation predictions (left) with the experimental results (right) of the instantaneous droplet shape at different time instants for three different actuating frequencies, $f = 27$ Hz, 79 Hz and 150 Hz, respectively. Resonance oscillations of the interface can be observed clearly from the images. It is interesting to note that

<table>
<thead>
<tr>
<th>Mode</th>
<th>Actuating frequency ($f$) (Hz)</th>
<th>Oscillating frequency ($f_{\text{exp}}$) (Hz)</th>
<th>Resonant frequency ($f_n$) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_2$</td>
<td>27</td>
<td>50</td>
<td>58</td>
</tr>
<tr>
<td>$P_4$</td>
<td>79</td>
<td>156</td>
<td>174</td>
</tr>
<tr>
<td>$P_6$</td>
<td>150</td>
<td>300</td>
<td>318</td>
</tr>
</tbody>
</table>

Table 1

Comparison of the actuating frequency, the oscillating frequency and the resonant frequency of the droplet.

![Fig. 7. Comparison of the predicted instantaneous shape oscillations of the droplet (left) with experiments (right) during one oscillation cycle at 36 V$_{\text{RMS}}$.](image)

![Fig. 8. Resonance modes of shape oscillations of the droplet.](image)
the oscillating frequencies of the droplet \( f_{\text{exp}} \) are 50 Hz, 156 Hz and 278 Hz, about twice the corresponding signal frequencies. This is because the droplet oscillation originates from the cyclic motion of the contact line, which is driven by the electrical force that is proportional to the square of the input voltage (as indicated by Eq. (10)). The resonance frequency of a free, inviscid droplet, \( f_n \), is given by \[ f_n = \frac{1}{2\pi} \left[ \frac{n(n-1)(n+2)}{qL^3} \sigma_{lv} \rho \right]^{1/2} \]

where \( \rho_l \) is the liquid density, \( L \) is the volume-average radius of the droplet, and \( n \) is an integer corresponding to different oscillation modes \( (n = 1, 2, \ldots) \). Table 1 enumerates the actuating frequency, \( f \), the measured oscillating frequency, \( f_{\text{exp}} \), and the resonance frequency, \( f_n \), of a 9 \( \mu \)L droplet. It is seen \( f_{\text{exp}} \) deviates from \( f_n \) by 10–13\%, and this can be attributed to the viscous damping due to the presence of a moving contact line and the viscous boundary layer at the droplet-substrate interface. Hence, the droplet is oscillating at (or near) its resonance frequencies, and the shape patterns in Fig. 7 correspond to three resonance modes, \( P_2 \), \( P_4 \) and \( P_6 \), respectively.

The shape modes of the droplet oscillations are better resolved in Fig. 8. Each image is the superimposition of over 100 images.
recorded by the high-speed camera during at least one oscillation cycle. The black arrows denote the node points where the local displacement of the free surface is always zero. It is observed that, as the mode number increases, the number of nodes and lobes also increases, whereas the oscillation amplitude (i.e., the lobe size) becomes smaller. For instance, P2 mode occurs at \( f = 27 \text{ Hz} \) and is characterized by the oblate and prolate spheroidal shapes with two nodes and three lobes. Similarly, the P4 mode takes place at 79 Hz with four nodes and five lobes, and the P6 mode at 150 Hz with six nodes and seven lobes. In the experiments, it is possible to identify other higher-order shape modes, such as P8 and P10, etc. However, the size of the lobes decreases drastically with increasing mode numbers, making them difficult to distinguish.

Fig. 9 shows the oscillation amplitudes (represented by the maximum normalized contact radius and height) as a function of the actuating frequency \( f \). It is observed that the oscillation almost vanishes at high frequencies (\( f > 200 \text{ Hz} \)). Local maxima of descending amplitudes can be found at three eigenfrequencies, \( f = 27 \text{ Hz}, 79 \text{ Hz} \) and 150 Hz, respectively. This observation can be explained as follows. In EW, four resistive forces, including the inertia \( F_i \), the viscous force \( F_v \), the capillary force \( F_c \) and the contact line friction force \( F_{cl} \), act against the droplet deformation induced by the electrical force \( F_{Ew} \). Using \( C = 2 R_0, T = \frac{1}{2\pi f} \) and \( \mu = R_0/T \) as the characteristic scales of length, time and velocity, these forces (per length) can be estimated as \( F_i \sim \rho u^2 L, F_v \sim \mu u, F_c \sim \alpha v \), and \( F_{cl} \sim \zeta u \). The frequency-dependence of all five forces is plotted in Fig. 10. It shows that, while the capillary force remains comparable to the electrical force, the inertia and the contact line friction become dominant as the frequency increases. At sufficiently high frequencies, they will prevent the droplet from following the external excitation. As a result, the droplet shape becomes essentially quasi-stationary, i.e., the oscillation will terminate. It is also noted that viscous dissipation is nearly negligible in ACEW due to the small magnitude of the viscous force.

Fig. 11 depicts the details of the droplet oscillations in terms of the normalized contact radius, normalized height and contact angle at three resonance frequencies, \( f = 27 \text{ Hz}, 79 \text{ Hz} \) and 150 Hz. The symbols are data obtained from the experiments and the lines are sinusoidal fit. At all three frequencies, the instants of the maximum contact angle always correspond to the minimum contact radius. Thus, these two parameters are out of phase with a constant phase angle of 90°. In contrast, the phase relation between the drop height and the contact radius seems to be frequency-dependent. For instance, they are out of phase at 27 Hz and 150 Hz but in phase at 79 Hz. Furthermore, it is surprising to note that the droplet oscillations closely follow the sinusoidal waveform of the input signals at all three frequencies, although, according to the DCEW results in Fig. 5, the droplet can respond fully to a step stimulus of frequency up to 67 Hz (with a corresponding actuating frequency \( f = 33 \text{ Hz} \)) as it has a time constant of \( \sim 15 \text{ ms} \). In fact, both observations for DCEW and ACEW suggest the EW-actuated droplet system mimics a second-order dynamic system, such as a driven harmonic oscillator with viscous damping, which follows a parametric equation \([56]\)

\[
\frac{d^2x}{dt^2} + 2\zeta \frac{dx}{dt} + \omega_n^2 x = \frac{F(t)}{m}
\]  

where \( x \) is the measure of the oscillation, \( \omega_n \) is the resonant angular frequency, \( \zeta \) is the damping ratio, \( m \) is the effective mass of the system, and \( F(t) \) is the external driving force. Interestingly, a few phenomenological models with governing equations of a similar form to Eq. (26) have been developed to describe the droplet motion \([26, 57, 59]\). While it remains elusive if the EW-actuated droplet system complies rigorously with Eq. (26), the results in Figs. 6
and 11 indicate that methodologies from the discipline of dynamic systems may prove very useful in understanding the nonlinear oscillating behavior of electrowetting systems in the future work.

Fig. 12 illustrates the velocity vector field and the pressure distribution inside and around the droplet obtained from the VOF-CSF simulations. The results correspond to three representative time instants in the P2, P4 and P6 oscillation modes (Note: (1) the initial time instant, \( t = 0 \) ms, was chosen somewhat arbitrarily, and (2) the images shown were for the descending half-cycle of the droplet movement). It is interesting to notice that the velocity vector field is in very good agreement with the numerical results obtained in [32,34]. Furthermore, recirculation swirls can be identified from the streamline contours, and the number of vortices matches the respective resonance modes. For instance, two vortices can be observed for the P2 mode, four for P4 mode and six for P6 mode. The centers of the vortices are located either at or close to the free surface, which correspond approximately to the nodal points marked in Fig. 8. It is also noticed that, due to the decaying oscillation amplitudes of the droplet, the size of the vortices decreases significantly from the P2 mode to P6 mode.

As discussed for the case of DCEW, the droplet motion originates from the moving contact line and the perturbation subsequently spreads along the interface toward the apex of the droplet. In ACEW, propagating surface waves are generated due to the cyclic forcing mechanism at the contact line. By setting the origin at the center of the droplet, Fig. 13 depicts the instantaneous interfacial shape extracted from the numerical data (Figs. 7 and 12). It is seen that \( t = 0 \) ms marks the moment at which the wave fronts meet at the apex (\( \phi = 90^\circ \)) and the droplet height reaches the maximum due to the geometric focusing effect. Consequently, the waves are reflected back towards the contact line (\( \phi = 0^\circ \)) without much damping of the oscillation amplitudes. The nodal points for the P2, P4 and P6 modes can be identified in Fig. 13(b–d) as the intersection points of the oscillation curves. A standing-wave type of behavior is also observed. Taking the P6 mode as an example, it can be deduced from Figs. 13(a) and (d) that the radius connecting the nodal point and the origin is \( r_0 = 1.6 \) mm, and the central angle between two adjacent nodal points is \( \phi_0 \approx 32^\circ \). Thus, the wavelength of the surface waves can be estimated as the arc length, \( \lambda = 2r_0\phi_0 = 1.79 \) mm. Since the P6 mode corresponds to \( f_n = 318 \) Hz, the propagation speed of the waves can be calculated as \( u_p = f_n\lambda \approx 0.57 \) m/s, which agrees well with the phase velocity for capillary waves [60].

6. Conclusions

A combined numerical and experimental approach was applied to explore the dynamics of EW-induced droplet motion. The time
history of the contact radius, height and instantaneous contact angle of the droplet was investigated for a step input DC signal. The resonance oscillations of the droplet at different actuating frequencies were studied for sinusoidal AC signals. The VOF-CSF method was used to develop CFD models that incorporate an MKT-based dynamic contact angle model. Numerical predictions of various parameters of EW-induced droplet dynamics were validated with the experimental measurements obtained from high-speed photography. This work will help to advance the fundamental understanding of droplet dynamics involved in various EW-based systems, especially in the fledging field of digitized active cooling for high-heat-flux thermal management of microsystems.

The key findings can be summarized as follows: (1) A proper selection of the dynamic contact angle model is essential to numerical analysis of droplet dynamics. In this regard, an MKT-based model that considers the contact line friction and the pinning force at the moving contact line was successfully implemented. Special attentions were paid to the acquisition of the contact line velocity and the pinning force, whereas a fitting value was selected for the friction coefficient. (2) The response time of a droplet to external excitations can be characterized from the droplet's expansion and contraction processes under DCEW. (3) When actuated at resonance frequencies in ACEW, the droplet exhibits time-harmonic shape oscillations. The oscillation amplitude is found to decrease with increasing actuating frequency, due to the dominant effect of inertia over other forces. The surface wave propagates with a similar phase velocity for capillary waves. (4) Overall, the dynamics of EW-actuated droplet motion mimics that of a second-order dynamic system.
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