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	Day
	Time
	Location
	Schedule

	Friday, February 03, 2006 
	10:00 am – 6:30 pm
	
	Registration

	
	12:50 pm – 1:00 pm
	Crockett West
	Opening Sessions

	
	1:00 pm – 2:00 pm
	Crockett West
	Plenary I: (Dr. Arkadi Nemirovski) 

	
	2:00 pm – 2:15 pm
	
	Coffee Break

	
	2:15 pm – 3:45 pm
	Crockett West
	Scientific Session 1 

	
	4:00 pm – 5:30 pm
	Crockett West
	Scientific Session 2A

	
	
	Crockett East
	Scientific Session 2B

	
	5:30 pm – 7:00 pm
	Crockett West
	Scientific Session 3A 

	
	
	Crockett East
	Scientific Session 3B

	
	7:00 pm
	Bowie
	Reception Dinner

	Saturday, February 04, 2006 
	7:30 am – 12:00 pm
	
	Registration

	
	8:00 am – 9:30 am
	Crockett West
	Scientific Session 4

	
	9:30 am – 11:00 am
	Crockett West
	Scientific Session 5

	
	11:00 am – 11:15 am
	Crockett West
	Coffee Break

	
	11:15 am – 12:15 pm
	Crockett West
	Plenary II: (Dr. Sorin Istrail) 

	
	12:15 pm – 1:30 pm
	
	Lunch

	
	1:30 pm – 2:30 pm
	Crockett West
	Invited Tutorial I: (Dr. Ariela Sofer)

	
	2:40 pm – 4:10 pm
	Crockett West
	Scientific Session 6A

	
	
	Crockett East
	Scientific Session 6B

	
	4:10 pm – 4:20 pm
	
	Coffee Break

	
	4:20 pm – 5:50 pm
	Crockett West
	Scientific Session 7A

	
	
	Crockett East
	Scientific Session 7B

	
	6:00 pm – 7:00 pm
	Crockett West
	Invited Tutorial II: (Dr. Peter Hammer)

	Sunday, February 05, 2006 
	8:00 am – 9:30 am
	Crockett West
	Scientific Session 8

	
	9:30 am - 11:00 am
	Crockett West
	Scientific Session 9

	
	11:00 am – 11:15 am
	
	Coffee Break

	
	11:15 am – 12:15 pm
	Crockett West
	Plenary III: (Dr. Horst Hamacher) 


FRIDAY, FEBRUARY 3RD
	Time
	Location
	Session
	Talks
	Author(s)

	10:00 – 6:30
	Registration

	12:50 – 1:00
	Crockett West
	Opening

	1:00 – 2:00
	Crockett West
	Plenary Presentation I
	Simple methods for extremely large-scale convex programs
	Dr. Arkadi Nemirovski, Georgia Institute of Technology

	2:00 – 2:15
	Coffee Break

	Session 1

	2:15 – 3:45
	Crockett West
	Computational Applications in Medicine and Chemistry
	Towards an Effective Image Registration Method for 4D CT Lung Images
	Edward Castillo, Tomas Guerrero, Richard Tapia, & Yin Zhang

	
	
	
	Detecting Allosteric Transition by the Change in Parameters
	Leticia Velazquez, Miguel Argaez, Brenda Bueno, Ellen Tolonen, Sanjeev Kulshreshta, & Boguslaw Stec

	
	
	
	cDNA Microarray and Digital Microscopic Image Enhancement Using the Total Variation Regularized L1 Functional
	Wotao Yin, Don Goldfarb, Stan Osher, & Terrence Chen

	
	
	
	Neural Networks for the Prediction of Replication Origins in Herpes Viruses
	Raul Cruz-Cano, Deepak Chandran, & Min-Ying Leung

	Session 2

	4:00 – 5:30
	Crockett West
	Mathematical Programming Approaches for Bioinformatics
	Integer Programming-Based Algorithm for the Closest String Problem
	Carlos Oliveira

	
	
	
	Optimization-Based Cluster Analysis of Epileptic Brains
	W. Art Chaovalitwongse

	
	
	
	A Dissimilarity Parameterized Approach to the Embedding Problem in Molecular Biology
	Robert Lewis & Michael Trosset

	
	
	
	Simulated Entropy & Global Minimization
	Asaad Sultan

	4:00 – 5:30
	Crockett East
	Network Analysis of Biological Systems
	Intracellular signaling networks: reconstruction and analysis
	Jason Papin

	
	
	
	A Mechanistic Mathematical Model of the Acute Phase Response of the Coagulation Cascade to Insult
	Jeff Varner & Michael Zai

	
	
	
	Genomic Signal Processing: From Matrix and Tensor Computations to Genetic Networks
	Orly Alter

	Session 3

	5:30 – 7:00
	Crockett West
	Modeling Interventions in Disease Management
	Simulating Sepsis Progression in Patients with Community-Acquired Pneumonia
	Andrew Schaefer

	
	
	
	The Optimal Time to Initiate HIV Therapy
	Steven Shechter

	
	
	
	Modeling the Waiting List Explicitly to Make Optimal Decisions in Liver Transplantation
	Burhaneddin Sandikci

	
	
	
	Mathematical Modeling of Dynamic Breast Cancer Screening Policies
	Julie Simmons Ivy & Lisa Maillart

	5:30 – 7:00
	Crockett East
	Optimization Methods for Intensity Modulated Radiotherapy Planning
	Parallel Execution in IMRT Intensity Map Segmentation
	Kelly Sorensen, Robert R. Meyer, Laura D. Goadrich, Athula Gunawardena, Warren D'Souza, & Leyuan Shi

	
	
	
	Pruning IMRT Plans with the P-Median Problem
	Josh Reese & Allen Holder

	
	
	
	Optimization of the Patch Junction for Passively Scattered Proton Beams
	Xiaodong Zhang

	
	
	
	Local Search and Simulated Annealing Methods in Beam Orientation Optimization in IMRT
	Dionne Aleman

	7:00
	Bowie
	Reception Dinner


SATURDAY, FEBRUARY 4TH

	Time
	Location
	Session
	Talks
	Author(s)

	7:30 – 12:00
	Registration

	Session 4

	8:00 – 9:30
	Crockett West
	Optimization of Strategic and Operational Planning in Health Care
	Optimizing the Efficiency of the Liver Allocation System Through Region Reorganization: A Branch and Price Approach
	Nan Kong

	
	
	
	Optimization of Surgery Sequencing and Scheduling Decisions
	Brian Denton

	
	
	
	A Network Flow Model for Health Care Resource Planning
	Elif Akcali

	
	
	
	Nurse-To-Patient Ratios in Hospitals: A Queuing Perspective
	Otis Jennings & Francis de Vericourt

	Session 5

	9:30 – 11:00
	Crockett West
	Optimization Challenges in Intensity-Modulated Radiation Therapy
	Large-Scale Computational Techniques for Intensity-Modulated Radiotherapy Planning in Cancer Treatment
	Eva Lee & Kyungduck Cha

	
	
	
	Robust Optimization for Intensity Modulated Radiation Therapy Treatment Planning Under Uncertainty: Tailoring the Solver
	Yuriy Zinchenko, Shane Henderson, Millie Chu, & Michael Sharpe

	
	
	
	Including Fractination in Optimal Radiation Therapy Planning
	Ron Rardin, Delal Dink, & Mark Langer 

	
	
	
	Neuro-Dynamic Programming for Fractionated Radiotherapy Planning
	Geng Deng & Michael Ferris

	11:00 – 11:15
	Coffee Break

	11:15 – 12:15
	Crockett West
	Plenary Presentation II
	Harnessing Biological Complexity: From Genomics to Systems Biology
	Dr. Sorin Istrail, Brown University

	12:15 – 1:30
	Lunch

	1:30 – 2:30
	Crockett West
	Invited Tutorial I
	Optimization in Thermal Ablation of Tumors
	Dr. Ariela Sofer, George Mason University

	Session 6

	2:40 – 4:10
	Crockett West
	Operations Management in Public Health
	Surge Capacity – Issues and Challenges
	Mohsen A. Jafari, Kian Seyed, & Jeffery Hammond

	
	
	
	Determining the Optimal Price of Combination Vaccines for Pediatric Immunization
	Sheldon Jacobson

	
	
	
	Performance of Army Medical Department Health Delivery Components, 2001-2003:  A Multi-Model Approach
	Leon Lasdon & Lawrence Fulton

	
	
	
	Maximum Matching Inequalities for Kidney Paired Donation
	Sommer Gentry & T. S. Michael

	2:40 – 4:10
	Crockett East
	Computational Approaches for Large-Scale Problems in Health Care
	Polyhedral Study of the Optimal Region Design Problem for Organ Allocation and Transplantation
	Nan Kong, Brady Hunsaker, & Andrew Schaefer

	
	
	
	A Stochastic Program for Nurse Assignment
	Prattana Punnakitikashem & Jay Rosenberger

	
	
	
	A tutorial on DEA Applications
	Liam O'Neill

	4:10 – 4:20
	Coffee Break

	Session 7

	4:20 – 5:50
	Crockett West
	Optimal Beam Selection in Radiotherapy
	External Beam Treatment Design in Radiation Oncology: The Importance of Beam Selection
	Bill Salter

	
	
	
	Beam Selection in Radiotherapy Design
	Matthias Ehrgott, Allen Holder, & Josh Reese

	
	
	
	Dose Point Resolution and Beam Selection
	Allen Holder, Matthias Ehrgott, & Josh Reese

	
	
	
	Beam Angle Selection via Nested Partitions
	Robert Meyer, Laura Goadrich, Warren D'Souza, Leyuan Shi & Daryl Nazareth

	4:20 – 5:50
	Crockett East
	Operations Management in Healthcare I
	Shift Scheduling and Circadian Rhythms
	Michael Kostreva & Erin McNelis

	
	
	
	A Methodology for Allocating Operating Room Capacity
	David Belson

	
	
	
	Scheduling a Hospital Testing Center:  Polynomial Time Algorithms for the Proportionate Multiprocessor Open Shop
	Marie Matta

	6:00 – 7:00
	Crockett West
	Invited Tutorial II
	Logical Analysis of Data and Applications to Medical Diagnosis and Prognosis
	Dr. Peter Hammer, Rutgers University


SUNDAY, FEBRUARY 5TH
	Time
	Location
	Session
	Talks
	Author(s)

	Session 8

	8:00 – 9:30 
	Crockett West
	Operations Research Applied To Radiation Oncology
	An Adaptive Support Vector Machine for Automated Abdominal Image Segmentation
	Francis Newman

	
	
	
	A Linear Programming Approach to the Radiation Therapy Optimization Problem Using the Simplex Algorithm and Parameterized Bounds to Avoid Infeasibility
	Anton Eagle & Francis Newman

	
	
	
	Mutual Information-Based Registration of Digitally Reconstructed Radiographs and Electronic Portal Images
	Kate Bachman & Francis Newman

	
	
	
	An Optimization Approach for Intensity Modulated Radiation Therapy Planning
	Jaewon Choi & Gino Lim

	Session 9

	9:30 – 11:00
	Crockett West
	Operations Management in Healthcare II
	A Monte Carlo Optimization Method for Operating Rooms Planning with Elective and Emergency Surgery Demands
	Xiaolan Xie

	
	
	
	Efficient Resource Planning for Medical Assessment Unit Using Simulation and Goal Programming
	Mehrdad Tamiz

	
	
	
	A Decision Support System for Optimal Patient and Staff Allocation in a Hospital
	Steven Thompson

	11:00 – 11:15
	Coffee Break

	11:15 – 12:15
	Crockett West
	Plenary Presentation III
	Multicriteria Optimization in Radiation Therapy
	Dr. Horst Hamacher, University of Kaiserslautern


PLENARY PRESENTATIONS

All Plenary Presentations are held in Crockett West.

	Friday, February 3rd


Plenary Presentation I: Simple methods for extremely large-scale convex programs

1:00pm – 2:00pm

Dr. Arkadi Nemirovski

Georgia Institute of Technology

In all known polynomial time algorithms for nonlinear convex optimization, the computational effort per iteration grows nonlinearly (typically, cubically) with the design dimension n of the problem. As a result, in the case of extremely large-scale (tens and hundreds thousands of variables) convex programs, a single iteration of a polynomial time algorithm can become too expensive to be practical. In these cases one is enforced to use "computationally cheap" (with linear in n complexity of an iteration) optimization techniques. The bad news about "cheap" algorithms is that all known methods of this type possess sublinear rate of convergence and thus cannot guarantee high-accuracy solutions. The good news is that with "favorable geometry " of a problem, properly chosen cheap algorithms demonstrate dimension-independent and optimal in the large-scale case, in certain precise sense, rate of convergence, which makes these methods well-suited for finding moderate-accuracy solutions of really large-scale problems. In this talk, we overview significant recent developments in the theory of cheap optimization algorithms and illustrate their potential in several applications (3D Medical Imaging, Structural Design, Semidefinite relaxations of combinatorial problems) giving rise to really large (n=100,000-3,000,000) highly nonlinear and nonsmooth convex programs.

	Saturday, February 4th


Plenary Presentation II: Harnessing Biological Complexity: From Genomics to Systems Biology
11:15am – 12:15pm

Dr. Sorin Istrail

Brown University

With the recent availability of tools for genome assembly, assembly comparison, and automatic annotation of genomes, genomics entered its post-genome sequence phase devoted to understanding the control systems of the cell. Building on its success in bio-molecular sequence analysis, comparative genomics is continually expanding its scope and methods by striving to better understand the components of the cell.  In this talk, I will present an overview of our work in assembly comparison, protein folding, genetic variation, immunology, and genomic regulatory systems.  The comparative genomics of the geometries of protein folds, patterns of inheritance of complex disease, immunopeptidomes, and logics of regulatory networks, provide pathways that will lead toward the acquisition of scientific control over major life processes.
	Sunday, February 5th


Plenary Presentation III: Multicriteria optimization in radiation therapy

11:25am – 12:25pm

Dr. Horst Hamacher

University of Kaiserslautern

Radiation therapy is one of the most frequently used tools in fighting cancer. Several mathematical optimization problems need to be solved to find for each patient the best possible therapy, including the following: 

· At which angles should the radiation gantry stop (geometry or angle problem) 

· Which kind of intensity should be sent off at each of the angles to achieve a conformal radiation (intensity problem) 

· How should the radiation be implemented using multileaf collimators(MLC problem)? 

All of these problems are at this point of time only partially solved. Since the evaluation of the decisions is in all of these cases dependent on more than one objective, it is obvious, that a multicriteria approach is useful in many instances. The mathematical challenge in this approach is that one is dealing with large scale problems and that a finite representative set of all Pareto optimal solutions is needed in order to help the radiation planner. In the talk, recent results in solving radiation problems in a multicriteria environment will be presented. 
TUTORIALS

All Tutorials are held in Crockett West.

	Saturday, February 4th


Invited Tutorial I: Simple methods for extremely large-scale convex programs

1:30pm – 2:30pm

Dr. Ariela Sofer

George Mason University
Thermal ablation is the destruction of tumors by thermal energy, either by heat (microwave, ultrasound, laser, or radiofrequency ablation) or by cold (cryoablation). In the first part of this tutorial we will give a brief overview of thermal ablation, and the optimization challenges the various ablation techniques pose.

We then focus on radiofrequency ablation (RFA), a minimally invasive technique for killing tumors by heat. In RFA, one or more needles are placed at the tumor site, and alternating current in the range of radiofrequency is applied. This causes ionic agitation, which in turn creates frictional heat. Temperatures in excess of 50 Celsius kill tissue. RFA has recently emerged as an important method for treatment of hepatic tumors, since most liver cancer patients are not candidates for surgical resection. 

The ablation treatment plan is to determine the number of needles and their positions, to guarantee that the entire tumor is killed while damage to vital healthy tissue is minimized. We discuss the challenges in RFA treatment planning and propose initial solution approaches.

Invited Tutorial II: Logical Analysis of Data and Applications to Medical Diagnosis and Prognosis

6:00pm – 7:00pm

Dr. Peter Hammer

Rutgers University

The Logical Analysis of Data (LAD), a combinatorics, optimization, and Boolean algebra-based methodology for extracting information from data, was first proposed in 1986, with a first paper on the topic published in 1988 (Annals of Operations Research 16, 1988), and a first report on its implementation, along with some applications, published in 2000 (IEEE Transactions on Knowledge and Data Engineering 12, 2000). This methodology has been applied since then for classification (including diagnosis and prognosis), for the analysis of the importance and the role of variables, for discovering new classes, for development of decision support systems, etc. One of the most important areas in which LAD has been recently applied is biomedical informatics.

The survey will present an outline of the basic concepts, techniques and algorithmic issues (e.g. support set selection, discretization, pattern enumeration, model formation, construction of discriminants) of LAD. We shall also present results of recent applications of LAD to some problems in biomedical informatics, including ovarian cancer diagnosis using proteomic datasets (Proteomics, March 2004), risk stratification among cardiac patients (Circulation 106, 2002), and the distinction between various types of diffuse large B-cell lymphomas (Artificial Intelligence in Medicine 34, 2005). In addition, we will briefly sketch some yet unpublished results concerning biomaterial design optimization and the analysis of genomic data for the prediction of metastases development in breast cancer.
	1
	Friday 2:15pm – 3:45pm

	
	Crockett West


Computational Applications in Medicine and Chemistry

Chair: Leticia Velazquez, The University of Texas at El Paso
1 - Towards an Effective Image Registration Method for 4D CT Lung Images

Edward Castillo, Rice University,
Tomas Guerrero, Richard Tapia, & Yin Zhang

In collaboration with Guerrero et al from MD Anderson Cancer Center, we are developing a new method for accurate registration of 4D CT lung images.  This problem is more difficult than standard image registration problems for two key reasons: (1) the compressible nature of the lungs, (2) a higher computational workload.  In addition, noise in the images is also a problem.

Our new method is designed to address these issues. In order to account for lung compressibility, the pixel displacement is assumed to obey the continuity (conservation of mass) equation. Second, the effects of noise are alleviated by applying the local-global approach of Weickert et al. to the conservation of mass situation.  Currently, we apply a parallelizable, preconditioned GMRES algorithm to solve the resulting large-scale linear system. 

Preliminary numerical results obtained from applying the new method to 2D synthetic images, as well as 2D lung CT images, are promising.  Further research is still required to better develop the approach, in order to attack full 4D problems.

2 - Detecting Allosteric Transition by the Change in Parameters

Leticia Velazquez, The University of Texas at El Paso,
Miguel Argaez, Brenda Bueno, Ellen Tolonen, Sanjeev Kulshreshta, & Boguslaw Stec

We present an approach that can potentially lead to highlight the link between comformational states and thermodynamics factors in allosteric enzymes. We describe how to detect an allosteric transition by curvature change of the beta sheet between two different allosteric states by fitting them onto a one-sheet hyperboloid. The global optimization algorithm by Velazquez et al is applied for solving the nonlinear hyperboloid least squares problem, and numerical results show that the algorithm performs well on three test cases. We also demonstrate that the nonlinear fitting procedure is vastly superior to the linear fitting traditionally used for this type of problems.

3 - cDNA Microarray and Digital Microscopic Image Enhancement Using the Total Variation Regularized L1 Functional

Wotao Yin, Columbia University,
Don Goldfarb, Stan Osher, & Terrence Chen

Background correction is an important preprocess in cDNA microarray and digital microscopic data analysis. Many kinds of backgrounds, especially inhomogeneous ones, cannot be estimated correctly using any of the existing methods. In this talk, we present the use of the TV/L1 model, which minimizes the total variation (TV) of the image subject to an L1-fidelity term, to correct background bias. A second-order cone programming approach for obtaining numerical solutions is sketched. Finally, superior experimental results on both synthetic data and real images are presented.

4 - Neural Networks for the Prediction of Replication Origins in Herpes Viruses
Raul Cruz-Cano, The University of Texas at El Paso,
Deepak Chandran, & Min-Ying Leung

There are indications that the location of replications origins of herpes viruses are related with DNA regions specially rich of repetitive sequences. Based on this idea, methods to classify windows of DNA, as close or not to a replication origin, have been created. Unfortunately, they provide low positive predictive values for acceptable levels of sensibility. 

This talk deals with two ideas related with this subject: the potential of new features, not related to repetitive structures, to help with the classification process is explored, and the capacity of artificial neural networks to perform this classification is presented.

	2A
	Friday, 4:00pm – 5:30pm

	
	Crockett West


Mathematical Programming Approaches for Bioinformatics

Chair: W. Art Chaovalitwongse, Rutgers University
1 - Integer Programming-Based Algorithm for the Closest String Problem

Carlos Oliveira, Oklahoma State University
Closest string is a problem occurring in computational biology, where a set of sequences is given, and the objective is to find a sequence $t$ that minimizes the maximum Hamming distance between t and each input sequence. This is a fundamental problem in genetic applications such as drug design, production of polymerase chain reaction probes, and comparison of proteins, to name a few. Although being NP-hard in general, the closest string problem needs to be solved as part of general classification methods of computational biology. We propose a branch and bound algorithm that explores the discrete nature of the problem and finds exact solutions in reasonable time. The algorithm is based on an integer programming formulation, whose linear relaxation can be show to have a small gap to the optimal solution. Numerical results of the approach are also presented.

2 - Optimization-Based Cluster Analysis of Epileptic Brains

W. Art Chaovalitwongse, Rutgers University
We attempt to extract insightful characteristics of the brain dynamical connectivity preceding epileptic seizures through an optimization-based cluster analysis of electroencephalogram (EEG) data. The brain clustering problem can be formulated as a quadratic program. The experimental results in this study suggest that the proposed cluster analysis may be able to differentiate normal and abnormal (pre-seizure) EEGs.

3 - A Dissimilarity Parameterized Approach to the Embedding Problem in Molecular Biology

Robert Lewis, College of William and Mary,
& Michael Trosset

We discuss an efficient computational approach to the embedding problem in structural molecular biology.  This is the determination of a molecule's three-dimensional structure from information about its interatomic distances.  In the work discussed here, this information is conveyed by lower and upper bounds on the distances (derived by NMR and other means).

Given a molecule with n atoms, in our approach we treat the n(n-1)/2 interatomic distances (dissimilarities, more precisely) as independent variables, rather than parameterizing the problem in terms of the 3n Cartesian coordinates of the atoms.  A classical result from distance geometry enables us to steer the set of dissimilarities to one that corresponds to the squared interpoint distances of an actual configuration of atoms in three dimensions.

Our formulation leads to a large-scale bound constrained, nonconvex spectral optimization.  At first glance our approach appears to result in a much larger, and therefore more computationally expensive, problem than one would encounter in a coordinate-parameterized approach.  However, as we discuss, the computational costs are actually quite tractable.  Moreover, the formulation leads to an optimization problem that, though large, is relatively easy to solve.

4 - Simulated Entropy & Global Minimization

Asaad Sultan, Andrew B. Templeman
Nonlinear optimization deals with the problem of optimizing a single objective function, such as physical weight or cost, in the presence of equality and inequality constraints. Usually engineering design applications are highly non-linear and engineers are always interested in not finding a feasible design that is locally optimal in the design space, but globally optimal one. This paper introduces for a new subject and new class of algorithms that could open the door for new advancement in tackling this problem towards enhancing engineering design.

	2B
	Friday, 4:00pm – 5:30pm

	
	Crockett East


Network Analysis of Biological Systems
Chair: Jason Papin, University of West Virginia

1 - Intracellular signaling networks: reconstruction and analysis

Jason Papin, University of West Virginia
The reconstruction and mathematical analysis of cellular signaling networks is a pressing challenge.  Large stoichiometric reconstructions of signaling networks account for the interconnectivity and functional relationships among numerous cellular components.  With these detailed reconstructions, mathematical analysis techniques can describe network properties and their relationships to disease states.  I will present methods for reconstructing and analyzing large cellular signaling networks as well as results from a study of the JAK-STAT signaling network in the human B-cell.  With the JAK-STAT signaling network as an example, I will describe mathematically-based network properties including input-output relationships, correlated reaction sets (or unbiased network modules), and network crosstalk. Current efforts to integrate multiple scales of biological networks (from intracellular events to multicellular function) and an emerging matrix formalism for transcriptional regulatory networks will also be discussed.

2 - A Mechanistic Mathematical Model of the Acute Phase Response of the Coagulation Cascade to Insult
Jeff Varner, Cornell University,
& Michael Zai
The objective of the current work is to develop a treatment that can be used in far-forward combat zones to combat Hemorrhage resulting from blast and penetration injuries, for example from Improvised Explosive Devices (IED). We propose that molecular-based wound treatment strategies could accelerate the wounded solders innate restorative processes while simultaneously maintaining a small logistical footprint in an austere combat environment. A first step to achieving a compact molecular treatment for multiple small wounds is the computational design of the treatment and delivery vehicles with the principles of cost, simplicity and size in mind. To this end, a preliminary mathematical model of the coagulation cascade, the key biological pathway mediating clot formation, has been developed and is presented. The model describes the activation of upstream and downstream coagulation factors, the formation of the master factor thrombin and the activation of platelets in response to vascular injury. The current model consists of 105 species and 101 reactions coupled to a boundary-layer approximation of the circulatory flow-field. The model equations are solved numerically using the LSODE routine of OCTAVE (v2.1.71). Preliminary simulations of the coagulation response to vascular injury are presented. 

While the coagulation model parameters and structure are experimentally derived several key parameter values are missing. To address this issue, we propose to calculate the optimum experimental design required to identify the missing parameters to within a specified error tolerance. This problem is formulated as a constrained Mixed Integer Nonlinear Programming Problem (MINLP) with the objective of maximizing the determinant of the Fisher Information Matrix (FIM) subject to constraints on the variance of the identifiable parameters. The MINLP searches over experimental measurement protocols with the idea of determining the protocol that satisfies the D-optimal objective of maximizing the determinant of the FIM. The computation of the FIM is intensive for a large system even with a moderate number of observed variables sampled at a reasonable frequency. We are currently developing strategies to attack this issue, one such approach is to distribute the FIM computation across several CPUs. Initial results to this end are presented. 
3 - Genomic Signal Processing: From Matrix and Tensor Computations to Genetic Networks
Orly Alter, University of Texas at Austin

DNA microarrays make it possible, for the first time, to record the complete genomic signals that guide the progression of cellular processes. Future discovery in biology and medicine will come from the mathematical modeling of these data, which hold the key to fundamental understanding of life on the molecular level, as well as answers to questions regarding diagnosis, treatment and drug development.

I will discuss the first data-driven models that were created from these genome-scale data, through adaptations and generalizations of matrix and tensor computations that have proven successful in describing the physical world, in such diverse areas as mechanics and perception.

The singular value decomposition (SVD) model, the generalized SVD (GSVD) comparative model and the pseudoinverse projection integrative model, provide mathematical descriptions of the genetic networks that generate and sense the measured data, where the mathematical variables and operations represent biological reality: The variables, patterns uncovered in the data, can be associated with activities of cellular elements, such as regulators or transcription factors, that drive the measured signal, and cellular states where these elements are active. The operations, such as data reconstruction, rotation and classification in subspaces of selected patterns, can be shown to simulate experimental observation of only the cellular programs that these patterns represent.

Similarly, the eigenvalue decomposition (EVD) model, pseudoinverse projection integrative model and a tensor higher-order EVD (HOEVD) model provide mathematical descriptions of the pathways that compose the cellular system from genome-scale nondirectional networks of correlations among the genes of the system, which are computed from the measured data.

I will illustrate these models in the analyses of RNA expression data from yeast and human during their cell cycle programs and DNA-binding data from yeast cell cycle, mating and biosynthesis transcription factors and replication initiation proteins.

Two alternative pictures of RNA expression oscillations during the cell cycle that emerge from these analyses, which parallel well-known designs of physical oscillators, convey the capacity of the models to elucidate the design principles of cellular systems as well as guide the design of synthetic ones.

In these analyses, the power of the models to predict previously unknown biological principles is demonstrated with a prediction of a novel mechanism of regulation that correlates DNA replication initiation with cell cycle-regulated RNA transcription in yeast.

These models may become the foundation of a future in which biological systems are modeled as physical systems are today.

	3A
	Friday, 5:30pm – 7:00pm

	
	Crockett West


Modeling Interventions in Disease Management

Chair: Andrew Schaefer, University of Pittsburgh
1 - Simulating Sepsis Progression in Patients with Community-Acquired Pneumonia

Andrew Schaefer, University of Pittsburgh
We describe an empirically based microsimulation model used to represent the clinical course of disease in patients with pneumonia-related sepsis, a leading cause of death in the U.S.  In this modeling effort we expand upon previous analyses by exploring the incorporation of aspects of the patient’s health history to assess its value in predicting patient survival.  In particular, we investigate the incorporation of time-dependent factors such as the patient’s length of stay in the hospital.  We are able to demonstrate a high degree of accuracy in predicting patient transitions between health states.  We are also able to show that a patient’s degree of disease severity highly depends on the duration of the disease, even more so then on how the patient’s health state has changed since the previous time period.  Finally, we motivate the incorporation of additional therapy options and discuss other directions for future research.

2 - The Optimal Time to Initiate HIV Therapy

Steven Shechter, University of Pittsburgh
The question of when to start a patient on HIV therapy is perhaps the most important and unresolved issue in HIV care today. We present a Markov Decision Process framework for addressing this topic and discuss theoretical and practical considerations. We discuss results based on a large dataset of HIV patients.

3 - Modeling the Waiting List Explicitly to Make Optimal Decisions in Liver Transplantation

Burhaneddin Sandikci, University of Pittsburgh
The importance of optimization in organ allocation is undoubtedly increasing as evident from the ongoing debate about several aspects of the current allocation policies. The steadily increasing gap between the number of organs available for transplantation and the number of patients in need of organ transplant lies at the heart of the problem. This scarcity of organs causes significant problems particularly for liver patients.

The current practice in the United States handles the organ allocation process via keeping a list of patients in need of transplantation, called the waiting list. The organ allocation process is managed by a non-profit organization called UNOS (United Network for Organ Transplantation.) Once an organ becomes available to the system, UNOS chooses candidate patients from among the waiting list according to some matching criteria and offers the organ to these patients in some order. Important measures that affect the chances of getting an organ offer are the degree of morbidity of the patient, the geographical coherence of the organ and the patient, and the blood-type similarity, among others.

We consider the problem faced by a liver patient who waits in the waiting list for transplantation. We model the problem of accepting or rejecting the organ as a Markov decision process. In doing so, we use the information from the waiting list explicitly in our models. Previous studies on this problem did not consider the waiting list explicitly. We provide structural properties for our model, along with preliminary computational results.

4 - Mathematical Modeling of Dynamic Breast Cancer Screening Policies

Julie Simmons Ivy, University of Michigan

& Lisa Maillart
We present a partially observed Markov decision process model for advancing the understanding of dynamic breast cancer screening. This model incorporates the dynamic nature of breast cancer incidence, breast cancer aggression and mammogram-efficacy between the pre- and post-menopausal phases. The value of this model lies in its ability to evaluate different screening policies, and construct informative tradeoff curves that plot some measure of policy effort versus mortality risk.

	3B
	Friday, 5:30pm – 7:00pm

	
	Crockett East


Optimization Methods for Intensity Modulated Radiotherapy Planning

Chair: Gino Lim, University of Houston

1 - Parallel Execution in IMRT Intensity Map Segmentation

Kelly Sorensen, University of Wisconsin-Madison,
Robert R. Meyer, Laura D. Goadrich, Athula Gunawardena, Warren D'Souza, & Leyuan Shi
Benefits of using parallel execution (via Condor) for IMRT Intensity Map segmentation include reduced execution and clinical treatment times. Two methods of parallelization were implemented: (1) Partition the Intensity Map and solve in parallel; the upper and lower apertures are matched in post-processing using a max-matching algorithm for bipartite graphs. (2) 25 good quality apertures are selected; the residual Intensity Maps are processed in parallel and the best segmentation is chosen.

During exploration of the effects of discretizing the continuous Intensity Map into varying numbers of levels, we used Condor to parallel-process 14 different discretizations of each Intensity Map. On average the computation time was reduced from 141m for serial processing to 10m 40s for parallel processing.

Finally, a MIP approach is presented for reducing the number of shapes produced by an exact segmentation of a discretized Intensity Map, while minimizing the error in approximating the original continuous Intensity Map. Prior to running the MIP, the Intensity Map is smoothed (using a shortest path model formulation), discretized and segmented. The resulting apertures are used as input to the MIP model, in which a subset of the apertures is chosen and weights readjusted to achieve the best approximation of the original continuous Intensity Map.

2 - Pruning IMRT Plans with the P-Median Problem

Josh Reese, University of Houston,
& Allen Holder

The p-median problem is a classic graph theory problem with natural extensions to operations research facility location problems.  The IMRT beam selection problem is to develop the most effective radiotherapy treatment plan using p beams of radiation.  We show that the p-median problem may be used to "prune" an optimal 360 beam IMRT plan.  This is done by mapping each beam in the 360 beam plan to a node of a graph, represented by a vector containing characteristics of the beam.  The solution of the p-median problem defined on this graph is a collection of p nodes corresponding to p angles.  There exists no other collection of p angles that can be selected with lower average distortion (based upon the information in the characteristic vector) of the original 360 angle plan.

3 - Optimization of the Patch Junction for Passively Scattered Proton Beams

Xiaodong Zhang, The University of Texas MD Anderson Cancer Center
Protons have a finite and well-defined range and therefore allow the dose distribution distally tailored to the tumor volume. The physical advantage of the proton beams makes proton therapy the most precise form of radiation treatment available. Passive scattering technique is the major mode to deliver the proton beams to patients. The passive scattering technique relies on a range compensator to achieve distal dose conformation. For a tumor with very complex shape, a patch strategy is used for treatment plan design. Two fields are combined such that the first field treats a segment of the target avoiding a nearby critical organ with the lateral penumbra. The second field treats the remaining segment, also avoiding the critical organ with the lateral penumbra and matching its distal fall-off 50% dose with the other field's lateral penumbra's 50% dose value. Because of tissue heterogeneity it can be difficult to obtain a uniform dose along the patch junction. We developed an algorithm to optimize the design of the compensator for the patch field. We observed that the distal fall-off of spreading Bragg peak could be tailored by a grid filter placed along proton beam-line. By using that fact, we can optimize the grid filter locally considering the tissue heterogeneity to match the patch field's distal fall-off with the first field's lateral penumbra. Several clinical examples were used to demonstrate the validity of this technique. We also propose an inverse planning technique to avoid the patch for the planning of the complex shape tumor.

4 - Local Search and Simulated Annealing Methods in Beam Orientation Optimization in IMRT

Dionne Aleman, University of Florida
We view the beam orientation optimization (BOO) problem in IMRT treatment planning as a global optimization problem with expensive objective function evaluations (each of which involves solving a fluence map optimization problem). Typically, the set of beams used in an IMRT treatment plan is a set of coplanar equi-spaced beams obtained by rotating the gantry only. Clinically, it is important to use as few beams as necessary to obtain a satisfactory plan. We test whether BOO provides a clinically significant improvement over a nominal equi-spaced solution, and whether a plan obtained using fewer, but selectively chosen, beams can have equivalent or improved quality over a plan obtained using a typical number of equi-spaced beams. In our approach, we apply local search and simulated annealing algorithms to obtain improved coplanar solutions. We test and compare the performance of various cooling schedules and neighbor generation techniques in the simulated annealing method, as well as various neighborhood sizes in our local search heuristic. We then compare the clinical improvement of our improved coplanar beam sets with the standard approach of using equi-spaced coplanar beams. Our results show that not only does the use of BOO improve the quality of the treatment plan, but that plans generated using BOO can indeed be of higher quality than equi-spaced plans using more beams.
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Optimization of Strategic and Operational Planning in Health Care 

Chair: Brian Denton, Mayo Clinic
1 - Optimizing the Efficiency of the Liver Allocation System Through Region Reorganization: A Branch and Price Approach
Nan Kong, University of Southern Florida
Allocating organs for transplantation has been controversial in the United States for decades. To facilitate organ sharing, the U.S. organ transplantation and allocation network has lately implemented a three-tier hierarchical allocation system, dividing the U.S. into 11 regions, composed of 59 Organ Procurement Organizations (OPOs). At present, a procured organ is offered first at the local level, and then regionally and nationally. The purpose of allocating organs at the regional level is to increase the likelihood that a donor-recipient match exists as well as to increase the quality of the match. However, the question of which regional configuration is the most efficient remains unanswered. 

In this talk, we present a set-partitioning model to find the most efficient set of regions. Estimating allocation efficiency is based on the situation where there is only one waiting list nationwide. This estimate captures the effect of national-level allocation and heterogeneity of clinical and demographic characteristics among donors and patients. 

In this talk, we adapt branch and price to solve the resulting large-scale optimal region reorganization problem. We develop a mixed-integer programming pricing problem that is both theoretically and practically hard to solve. To alleviate this existing computational difficulty, we apply geographic decomposition to solve many smaller-scale pricing problems based on pre-specified subsets of OPOs instead of a big pricing problem.

2 - Optimization of Surgery Sequencing and Scheduling Decisions
Brian Denton, Mayo Clinic
Operating Rooms are simultaneously the largest cost center and greatest source of revenues for most hospitals. Longer than expected surgery durations result in late starts for the next surgery, and possibly later surgeries in the schedule as well. Late starts can also result in direct costs associated with overtime staffing. Due to significant uncertainty in surgery durations sequencing and scheduling decisions can be challenging. In this talk we review a stochastic programming model for setting surgery start times, discuss some new results for optimal sequencing of surgeries based on real data, and describe future challenges in optimizing surgery schedules in the multi-OR setting.

3 - A Network Flow Model for Health Care Resource Planning
Elif Akcali, University of Florida
The delivery of cost-effective and quality hospital-based health care remains an important and ongoing challenge for the American health care industry. Despite numerous advances in medical procedures and technologies, a growing array of outpatient health care options, limits on inpatient reimbursements, and almost two decades of hospital contraction and consolidation, annual inpatient admissions in the United States are currently at levels not seen since the early 1980s. The combination of increased demand and diminished resources makes planning capacity planning for hospitals capacity a difficult problem for health care decision makers. 

We develop a model to determine the timing and magnitude of changes in resource capacity that minimizes cost of changing and operating the capacity, while maintaining a desired level of performance over a finite planning horizon. We divide the planning horizon into discrete time periods of equal length, and assume that the system achieves steady state in each of these intervals. This allows us to use queuing methodology to analyze system performance in each of these time intervals. We show that some mild assumptions and practical considerations lead to simplifications in the problem formulation, which leads to a network flow model for the capacity planning problem that can be solved in polynomial time. We illustrate the use of our network flow model for long-term bed capacity planning, and medium-term care team capacity planning.

4 - Nurse-To-Patient Ratios in Hospitals: A Queuing Perspective
Otis Jennings, Duke University,

& Francis de Vericourt
In 2004, California implemented the nation's first law mandating nurse-to-patient ratio staffing rules for hospitals. Using a queuing model approach, we argue that imposing such fixed ratios can result in inconsistent quality of care across hospitals of different sizes, even when patients have homogeneous acuity levels. We propose staffing rules that address this problem. In particular, we recommend adjusting the staffing levels by a factor depending on the square root of the number of patients present in the corresponding unit. This adjustment factors the congestion due to the variability of the actual patient needs. More generally, we intend to broaden the debate on nurse staffing.
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Optimization Challenges in Intensity-Modulated Radiation Therapy
Chair: Eva Lee, Georgia Institute of Technology and Emory University
1 - Large-Scale Computational Techniques for Intensity-Modulated Radiotherapy Planning in Cancer Treatment

Eva Lee, Georgia Institute of Technology and Emory University,
& Kyungduck Cha
Computational challenges in addressing some fundamental problems in intensity-modulated radiation therapy treatment planning are discussed, and large-scale mixed integer programming approaches are described for

1) simultaneous optimization of beam angles and beamlets fluence map;

2) discretization of the resulting optimal beam profile; and

3) leaf-sequencing for final treatment delivery in the clinic.

For the tumor, explicit constraints include coverage with tumor underdose specified, conformity, and homogeneity; while dose-volume restrictions for critical structures and normal tissues are imposed.

Multi-objective analysis and robustness regarding the resulting mathematical programming instances will be discussed. The effectiveness of the models to develop clinically-acceptable and high-quality plans is analyzed using several real patient cases.

2 - Robust Optimization for Intensity Modulated Radiation Therapy Treatment Planning Under Uncertainty: Tailoring the Solver
Yuriy Zinchenko, ADVOL, McMaster University,
Shane Henderson, Millie Chu, & Michael Sharpe
The recent development of intensity modulated radiation therapy (IMRT) allows the dose distribution to be tailored to match the tumor’s shape and position, avoiding damage to healthy tissue to a greater extent than previously possible. Traditional treatment plans assume that the target structure remains in a fixed location throughout treatment. However, many studies have shown that because of organ motion, inconsistencies in patient positioning over the weeks of treatment, etc., the tumor location is not stationary. We present a probabilistic model for the IMRT inverse problem and show that it is identical to using robust optimization techniques, under certain assumptions. Our model has the potential to find treatment plans that are more adept at sparing healthy tissue while maintaining the prescribed dose to the target.

The robust model presents a significant computational challenge if tackled with out-of-the-box interior-point method solvers. After exploring the model’s computational profile, we propose a number of modifications to one such solver, SeDuMi v.1.1R2, including parallelization, which allows us to get closer to the industrial resolution standard for IMRT planning systems.

3 - Including Fractination in Optimal Radiation Therapy Planning
Ron Rardin, Purdue University,
Delal Dink, & Mark Langer
Great progress has been made in recent years on using optimal or near-optimal optimization methods to design radiation therapy treatment plans which maximize dose to the target tumor while conforming to limits on doses to surrounding healthy tissues.  However, nearly all the methods presented so far produce a single plan covering the entire course of treatment.  In actuality, therapy is delivered in 25-50 daily "fractions", and separate constraints should be enforced to assure each fraction produces a large enough dose in the tumor to have a biological effect without sending too much dose to any of the healthy tissues.  Furthermore, if the treatment is working, the geometry of the tumor and surrounding tissues will change through the course of the treatment.  This too should be accounted for a more dynamic or "4D" treatment optimization.

This paper presents models and results that include such fraction considerations in treatment plan optimization.  One set of solutions produces a uniform plan for all fractions, another rotates beam angles from one fraction to another, and a third employs a rolling horizon heuristic to approximately optimize plans in the presence of dynamically changing tissue geometry.

4 - Neuro-Dynamic Programming for Fractionated Radiotherapy Planning
Geng Deng, University of Wisconsin,
& Michael Ferris
We investigate an on-line planning strategy for the fractionated radiotherapy planning problem, which incorporates the effect of day-to-day patient motion. On-line planning demonstrates significant improvement over off-line strategies in terms of reducing registration error, but it requires extra work in the replanning procedures, such as in the CT scans and the re-computation of a deliverable dose profile. We formulate the problem in a dynamic programming framework and solve it based on the approximated policy iteration techniques of neuro-dynamic programming. The solutions we obtain outperform existing solutions and offer an improved dose profile for each fraction of the treatment.
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Operations Management in Public Health
Chair: Sheldon Jacobson, University of Illinois, Urbana-Champaign
1 - Surge Capacity – Issues and Challenges
Mohsen A. Jafari, Rutgers University,
Kian Seyed, & Jeffery Hammond
This talk will focus on issues involving surge capacity in nation's hospitals and healthcare facilities. Surge capacity can occur due to pandemics, natural disasters, or man-made terrorist acts. During a surge, healthcare facility is faced with a massive or substantially larger than normal influx of patients. While the hospital must admit most or all of these patients, it must also make sure that the patients already at the hospital are properly being cared for. More than often, surge capacity is attributed with stress on the existing resources of the facility from equipment, medicine all the way to medical personnel. We will present our preliminary results in studying surge capacity issues in a number of hospitals, and set the tone for the future research.

2 - Determining the Optimal Price of Combination Vaccines for Pediatric Immunization
Sheldon Jacobson, University of Illinois, Urbana-Champaign
Combination vaccines for pediatric immunization have become an effective means to reduce the number of separate injections required to immunize children according to the United States Recommended National Childhood Immunization Schedule.  This paper shows how the optimal prices for two pentavalent combination vaccines for pediatric immunization: diphtheria-tetanus-acellular pertussis, hepatitis B, inactivated polio (DTPa-HBV-IPV) and diphtheria-tetanus-acellular pertussis, Haemophilus influenzae type B, inactivated polio (DTPa-HIB-IPV), can be determined based on how they fit into the recommended national immunization schedule.  These two combination vaccines are analyzed both individually and head-to-head, as a function of the cost of an administering (or avoiding) an injection and the number of doses of the vaccine required to be in the lowest overall cost vaccine formulary.  This analysis also provides an optimization procedure for analyzing the impact of combination vaccines on pediatric vaccine formularies.

3 - Performance of Army Medical Department Health Delivery Components, 2001-2003:  A Multi-Model Approach
Leon Lasdon, University of Texas at Austin,
& Lawrence Fulton
Efficiency analyses of 24 military hospitals for the years 2001-2003 are performed using Data Envelopment Analysis (DEA), Stochastic Frontier Analysis (SFA), and Corrected Ordinary Least Squares (COLS) methodologies.  The facilities under analysis represent $4 billion of annual Army Medical Department expenditures.  The results generally identify the same high and low performance outliers.  Output and input slacks and referent sets are analyzed to determine if patterns of performance exist. 

Hospital cost models are also analyzed.  Investigation of the optimal Box-Cox transformations for all variables result in the selection a simple loglinear cost function.  Hospital cost is modeled as a function of workload, population, a quality and prevention proxy, an access proxy, efficiency scores (and interactions), medical center status, and the interaction between medical center status and workload.

Both cross-sectional and panel series studies are conducted.  Traditional, ridge, and robust regression methods are applied to the models and compared with the Stochastic Frontier Analysis estimates of hospital cost.  The results of the comparison indicate that linear models with DEA efficiency variables provide better estimates than SFA models.  The best longitudinal model was unbiased with small variance and exhibits an extremely strong linear relationship (R2=.98).  Using the models that demonstrate the smallest empirical variance and bias, parameter estimates generated at time t are used to forecast cost at time t+1 under either the assumption of time invariant efficiency (for cross-sectional forecasts) or by employing a moving average efficiency score.  These forecasts are evaluated for efficacy.

4 - Maximum Matching Inequalities for Kidney Paired Donation
Sommer Gentry, U.S. Naval Academy and Johns Hopkins University School of Medicine,
& T. S. Michael
Relatives and friends of a kidney patient who offer to donate a kidney are often found to be incompatible with their intended recipients.  Kidney paired donation (KPD) matches one patient and his incompatible donor with another patient and donor in the same situation for an organ exchange.  Let the patient-donor pairs be vertices on a graph, with edges between pairs where an exchange is possible.  The natural optimization problem is to find the maximum cardinality matching on the graph.  However, in practice the edges must be weighted because some exchanges are geographically desirable while others would require cross-country travel.

To guarantee that only a small number of possible kidney transplants are lost when using a maximum edge weight system, we seek to bound the ratio between the cardinalities of the maximum edge weight matching and the maximum cardinality matching in terms of the edge weights. We have formulated some inequalities on the ratio between edge counts in matchings of maximum weight and in matchings of maximum cardinality in a weighted graph.  Using our previously published blood type and compatibility models, we simulated realistic KPD graphs of various sizes.  Simulation results suggest that our bounds are not tight in either realistic KPD graphs, randomly weighted graphs with KPD structure, or random graphs.  Where an inequality lower bounds the ratio between edges in a max weight and a max cardinality matching at 0.75, the smallest observed ratio in 100000 graphs was about 0.973.  We conjecture that tighter bounds exist.
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Computational Approaches for Large-Scale Problems in Health Care
Chair: Jay Rosenberger, The University of Texas at Arlington
1 - Polyhedral Study of the Optimal Region Design Problem for Organ Allocation and Transplantation
Nan Kong, University of Southern Florida,
Brady Hunsaker, & Andrew Schaefer
Allocating organs for transplantation has been a contentious issue in the United States for decades. One of the many remaining questions is how to cluster Organ Procurement Organizations (OPOs) into regions such that allocation efficiency in the entire system is maximized. 

We formulate the above problem as a large-scale set-partitioning problem and adapt branch and price to solve it. We develop a mixed-integer programming price problem that is both theoretically and practically hard to solve. We study the polyhedral structure of the pricing problem and derive two classes of valid inequalities with which we develop branch-and-cut algorithms for solving the pricing problem more efficiently. Preliminary computational results are presented in the talk.

2 - A Stochastic Program for Nurse Assignment
Prattana Punnakitikashem, The University of Texas at Arlington
& Jay Rosenberger
This research focuses on the assignment of nurses to patients. A stochastic integer programming model that minimizes excess workload on nurses is presented. To solve this problem, we use a Benders decomposition approach, in which a greedy algorithm is employed to solve the subproblem. 

Computational results are provided based upon data from Baylor Regional Medical Center in Grapevine, Texas, and we discuss topics of future research.

3 - A tutorial on DEA Applications
Liam O'Neill, University of North Texas
Data Envelopment Analysis (DEA) For Health Management and Policy This tutorial is aimed at novice and more advanced users of DEA with an emphasis on its application in health care. After reviewing some basic DEA models, we will discuss the following topics: How can OR modelers become OR evangelists -- such that these and other quantitative models are actually used for managerial decision-making? Can production functions really be estimated using a deterministic, non-parametric method? Can production economists and OR-types finally “agree to disagree”? And what do Europeans think about all this? We provide some results on “cross-cultural DEA” based on a systematic review the relevant literature since the early 1980s. Concepts are illustrated with an array of health care models. Looking ahead, our emphasis is on disseminating this powerful technique for data analysis to the broader health care community.
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Optimal Beam Selection in Radiotherapy
Chair: Allen Holder, Trinity University
1 - External Beam Treatment Design in Radiation Oncology: The Importance of Beam Selection
Bill Salter, University of Utah
External beam radiation therapy treatment plans are designed as a specific combination of photon beams intended to deliver a high dose of radiation to a tumor, while simultaneously limiting damage to life critical healthy organs. Intensity Modulated Radiation Therapy (IMRT) is a recent evolution in the arsenal of external beam delivery techniques, wherein a treatment plan can be further broken down into hundreds or even thousands of very small pencil beams of radiation which can be fired at the tumor under computer control. The enormously large problem of determining the optimal set of pencil beam intensities is currently solved by various optimization techniques, but the directions from which these sets of pencil beams are fired is currently determined manually, by clinicians. This manual determination is both inefficient and variable as a function of each clinician's expertise. The process of automating the complex beam selection process holds the promise of both freeing valuable clinical resources and maintaining uniformity of quality of delivered treatment plans across multiple users and institutions. The external beam treatment planning and delivery process will be described, and the relevance of the beam selection problem characterized.

2 - Beam Selection in Radiotherapy Design
Matthias Ehrgott, The University of Auckland,
Allen Holder, & Josh Reese
The optimal design of a radiotherapy treatment depends on the collection of directions from which radiation is focused on the patient. These directions are manually selected by a physician and are typically based on the physician's previous experiences. Once the angles are chosen, there are numerous optimization models that decide a fluency pattern (exposure times) that best treats a patient. So, while optimization techniques are often used to decide the length of time a patient is exposed to a high-energy particle beam, the directions themselves are not optimized. The problem with optimally selecting directions is that the underlying mixed integer models are well beyond our current solution capability. We present a rigorous mathematical development of the beam selection problem that provides a unified framework for the problem of  selecting beam directions. This presentation provides insights into the techniques suggested in the literature and highlights the difficulty of the problem. We also compare several techniques head-to-head on clinically relevant, two-dimensional problems.

3 - Dose Point Resolution and Beam Selection
Allen Holder, Trinity University,

Matthias Ehrgott, & Josh Reese
The design of a radiotherapy treatment includes the selection of beam angles (geometry problem), the computation of a fluence pattern for each selected beam angle (intensity problem), and finding a sequence of configurations of a multileaf collimator to deliver the treatment (realization problem). While many mathematical optimization models and algorithms have been proposed for the intensity problem and (to a lesser extent) the realization problem, this is not the case for the geometry problem. In clinical practice, beam directions are manually selected by a clinician and are typically based on the clinician's experience. Solving the beam selection problem optimally is beyond the capability of current optimization algorithms and software. However, heuristic methods have been proposed. In this talk we compare various heuristic approaches on a clinical case. In particular, we study the influence of dose point resolution on the performance of these heuristics. We also compare the solutions obtained by the heuristics with those achieved by a clinician using a commercial planning system.

4 - Beam Angle Selection via Nested Partitions
Robert Meyer, University of Wisconsin,
Laura Goadrich, Warren D'Souza, Leyuan Shi & Daryl Nazareth
In both conventional EBRT (External Beam Radiation Therapy) and IMRT (Intensity Modulated Radiation Therapy), an initial step in radiation treatment planning is the selection of a small number (typically 4-9) of beam angles for radiation delivery. We have developed a method for beam angle selection based on the use of the Nested Partitions (NP) paradigm. This method first develops a score for each of the approximately 360 possible beam angles by using dose information based on the impact on organs at risk resulting from delivery of the prescription dose to the tumor. This score is then used for biased sampling guided by the NP global viewpoint. The treatment plan quality for each sample is evaluated by a commercial treatment planning system. Significant improvements are demonstrated relative to conventional beam angle selection by experts.
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Operations Management in Healthcare I
Chair: Michael Kostreva, Clemson University
1 - Shift Scheduling and Circadian Rhythms
Michael Kostreva, Clemson University,
& Erin McNelis
This paper discusses recent progress on finding shift work schedules which least disrupt human circadian rhythms.  Models and solution procedures will be described.

2 - A Methodology for Allocating Operating Room Capacity
David Belson, University of Southern California
We have developed a methodology to allocate specialties (orthopedics, ophthalmology, burns, plastics, etc.) to blocks of operating room time. Our methodology consists of a finite-horizon integer programming (IP) model which determines a weekly operating room (OR) allocation template that minimizes inpatients' cost measured as their length of stay.  A number of patient type priority (emergency over inpatient) and clinical constraints (minimum number of hours allocated to each specialty) are included in the formulation.  The optimal solution from the optimization model is inputted into a simulation model that captures some of the randomness of the processes (e.g., surgery time, demand, arrival time, and no-show rate of the outpatients) and non-linearties (e.g., the IP assumes proportional allocation of demand satisfaction (output) with room allocation (input)).   The simulation model outputs the room utilization and average length of stay for each specialty. On a case example of Los Angeles County Hospital, we were able to show the hospital how the length of stay pertaining to surgery could be cut in half and room utilization increased by applying our models.

3 - Scheduling a Hospital Testing Center:  Polynomial Time Algorithms for the Proportionate Multiprocessor Open Shop
Marie Matta, The George Washington University

This paper describes a complex scheduling problem taken from a hospital diagnostic testing center which must schedule hundreds of patients in an open shop environment consisting of multiple facilities and multiple processors at each facility.  This scheduling problem, known as the multiprocessor open shop (MPOS) problem, is strongly NP-hard with few published results on its practical resolution.  Realizing that in many real-life MPOS environments processing times are stage-dependent, not job-dependent, this paper examines a new class of problems for the MPOS---proportionate ones.  Despite the enormous complexity of the MPOS problem, this work demonstrates that polynomial time algorithms exist for two special cases.  This paper exploits the structural nature of the proportionate MPOS, defines new terms, classifies problems, and identifies easier and harder instances to solve.  Solving the proportionate MPOS problem is not only significant in the theory of optimization, but also in many real-world applications.
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Operations Research Applied To Radiation Oncology

Chair: Francis Newman, University of Colorado Health Science Center
1 - An Adaptive Support Vector Machine for Automated Abdominal Image Segmentation

Francis Newman, University of Colorado Health Science Center
In this paper we examine abdominal image segmentation, particularly the distinction between liver and spleen in ordinary computed tomography (CT) images, using support vector machines (SVMs). The image feature vector used is composed of the mean, variance, kurtosis and entropy of sample windows within the regions to be segmented. Typically at least ten 9x9 pixel regions within each organ are used whereupon a four-tuple of the initial feature vector is formed from each 9x9 window. These four-tuples are the training vectors. The Lagrange dual is used to solve for the optimal linear separator, and a novel method for determining a lower bound on the Lagrange multipliers is discussed. Training was performed on one CT slice from a patient and classification was performed on distant slices. The polynomial kernel appeared to perform better than the Gaussian kernel. The algorithm performed very well in most regions of the liver with some errors occurring at the extreme portions of the liver.  Likewise the performance was very good in most portions of the spleen.

2 - A Linear Programming Approach to the Radiation Therapy Optimization Problem Using the Simplex Algorithm and Parameterized Bounds to Avoid Infeasibility

Anton Eagle, US Oncology,
& Francis Newman

The radiation therapy optimization problem has been explored extensively in recent years. Most approaches currently are devoted to intensity modulated radiation therapy (IMRT) using some variation of gradient descent or simulated annealing. The technique offered here may be used either for IMRT or for conventional radiotherapy. Simplex solution procedures have the advantage that the complexity of the solution corresponds to the complexity of the model. That is complex requirements will lead to complex solutions and simple constraints will lead to simple solutions and fewer beams. This is a desirable feature in any context. Infeasibility however is a common complaint accompanying simplex approaches to the problem. In this model we avoid infeasibility by parameterizing the tumor and normal tissue bounds.  Our parameterized problem is never infeasible. We explore some of the solutions resulting from this model and discuss the dual of the LP and its implications.

3 - Mutual Information-Based Registration of Digitally Reconstructed Radiographs and Electronic Portal Images

Kate Bachman, University of Colorado Denver Health Sciences Center,
& Francis Newman

Image registration is the process of finding an optimal geometric transformation between corresponding image data. Although it has applications in many fields, the one that is addressed is medical image registration. Medical image registration has a wide range of potential applications, but the emphasis is on radiological imaging. 

In addition to having application in communication and computer vision, mutual information has proven robust and has resulted in fully automated registration algorithms that are currently in use. 

Mutual information, which is given by the difference between the sum of the entropies of individual overlapping images and the joint entropy of the combined images, is a measure of the reduction in uncertainty about one image due to knowledge of the other. Mutual information-based image registration makes no assumption of the functional form or relationship between image intensities in the two images. 

The application considered is the mutual information-based registration of digitally reconstructed radiographs (DRRs) and electronic portal images (EPIs). DRRs are computed tomography (CT) images that are projected onto a plane to look like ordinary x-rays but with the treatment field visible due to it having been impinged upon the patient in the treatment planning simulation. EPIs are the images actually taken during treatment. This set of images should match. Using greedy and genetic algorithms with multiresolution and/or multistart methods, a DRR was successfully registered to nineteen different EPIs.

4 - An Optimization Approach for Intensity Modulated Radiation Therapy Planning

Jaewon Choi, University of Houston,
& Gino Lim

We present a treatment planning system for intensity modulated radiation therapy. Our treatment planning system includes three sequential optimization modules: beam angle optimization, fluence map optimization, and beam segmentation. Optimization problem formulations as well as solution techniques are explored using LP and MIP. An iterative solution approach is introduced to speed up the solution process for practical use. Our treatment planning system is not only easy to use, but also delivers high quality treatment solutions within a clinically acceptable time window. Computational results on real patient cases will be discussed.
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Operations Management in Healthcare II 

Chair: Julie Simmons Ivy, University of Michigan
1 - A Monte Carlo Optimization Method for Operating Rooms Planning with Elective and Emergency Surgery Demands

Xiaolan Xie, Ecole des Mines de Saint Etienne
This paper addresses the stochastic Operating Rooms (ORs) planning with two types of surgery demands: elective surgery and emergency surgery. Elective cases can be planned starting from an earliest date with a patient related cost depending on the surgery date. Emergency cases arrive randomly and have to be performed on the day of arrival. The planning problem consists of assigning elective cases to different periods over a planning horizon in order to minimize the sum of elective patient’s related costs and overtime costs of operating rooms. The problem is formulated as a stochastic mathematical programming problem. Its NP-hardness is proved. We then propose a Monte Carlo optimization method combining Monte Carlo simulation and Mixed Integer Programming. The solution of this method is proved to converge to a real optimum as the computation budget increases. The convergence is actually proved to be exponential as the number of random scenarios used in Monte Carlo!

Optimization increases. Numerical results are presented to show the gain of using a stochastic planning model over its deterministic counterpart and the rapid convergence of the Monte Carlo optimization method.

2 - Efficient Resource Planning for Medical Assessment Unit Using Simulation and Goal Programming

Mehrdad Tamiz, University of Portsmouth
A detailed simulation model is developed to monitor the flow of patients through the Medical Assessment Unit (MAU) at QA Hospital in Portsmouth. The process of obtaining approval from the local research ethics committee for the monitoring of MAU activities is discussed. The data collection for the simulation model by observing doctors and nurses activities and monitoring patient flow is detailed. The bottlenecks in the MAU are identified by the simulation model. The different scenarios tested to eliminate these bottlenecks in the system in order to achieve optimal clinical workflow are discussed.

The link between Goal Programming (GP) and simulation for efficient resource planning is explored. A GP model developed to perform trade-off analysis is discussed, with results from the simulation model serving as data inputs in the GP model. Solutions obtained from the trade-off analysis detailing the outcome and implications of MAU management preferences are presented and discussed.

3 - A Decision Support System for Optimal Patient and Staff Allocation in a Hospital
Steven Thompson, University of Richmond
Windham Hospital in Willimantic, CT is a small hospital that faces the problem of insufficient capacity to meet demand for inpatient beds, especially during demand surges. The result is a loss of revenue due to the inability to provide service to potential patients. Another negative consequence is that admitted patients sometime encounter inordinately large delays from the time of admission until being transferred to a floor. The underlying cause of the problem is seen to be Windham's myopic "reactive" policy of managing residual bed capacities on the various floors of the hospital.  We describe the development of a decision support system to provide the hospital bed manager with recommendations on where to assign new patients and staff, where to transfer existing patients and staff (if necessary), and thereby improve capacity utilization. The system has been implemented at Windham, and indications based on an initial trial period are that it will result in financial gains of more than $600,000 per year, with no negative impact on quality of care or staffing effectiveness indicators. In addition the hospital showed a decrease of almost 50% in the average time that an admitted patient has to wait from admission until being transferred to a floor.  Based on this success, the hospital has decided to create an "operations manager" position, to be filled by an individual who will work with the system and will also identify other opportunities to improve patient flow and hospital efficiency.
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	Directions from the San Antonio International Airport:

Take South Terminal Drive to US-281 south. Take the Commerce St. exit 141A towards downtown. Stay right at the fork in the ramp and merge onto East Commerce St. Turn right on Elm, hotel straight ahead.
	
	


Welcome





The organizing committee welcomes you to the first conference of the INFORMS Optimization Society.  The focus on optimization in Health Care, Medicine, & Biology highlights the burgeoning interactions between operations research and the management and delivery of health care. The diverse applications presented at this conference range from methods in computational biology, to the improvement of clinical procedures, to the development of public policy. It is clear that optimization permeates much of the industry of Health Care and Medicine, and that we should find joy knowing that our efforts are improving people's lives.  We hope that you learn something from this conference that will aid your research pursuits.





Registration and Help





Student assistants will be in attendance to answer questions.  If you find yourself in need of technical assistance, directions to the Alamo, or needing advice on local restaurants, please do not hesitate to ask for help. The students will be wearing maroon T-shirts with the following quote on the back





I tell them if they study mathematics that in it they will find the best remedies for the lusts of the flesh. - Thomas Mann





San Antonio captures the spirit of Texas. Now the eighth largest city in the United States, the city has retained its sense of history and tradition, while carefully blending in cosmopolitan progress. The city has always been a crossroads and a meeting place. Sounds and flavors of Native Americans, Old Mexico, Germans, the Wild West, African-Americans and the Deep South mingle and merge. Close to twenty million visitors per year delight in the discovery of San Antonio's charms. Visit the Alamo where you'll find relics and mementos from the Republic of Texas and narration on the fall of the Alamo. Explore the Riverwalk with 3 miles of unique retail shops, restaurants and nightclubs. Enjoy a breathtaking view of San Antonio from the Tower of the Americas observation deck. You'll be amazed at all there is to see and do with so many attractions in San Antonio. From Caribbean and Continental to Southwest and Seafood, restaurants in San Antonio offer an abundance of choices to suit your taste and budget. San Antonio is easily accessible by air, car or train.
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